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Abstract 

In this paper, we consider a product of quasi-differential expressions 

nτττ ,,, 21 …  each of order n with complex coefficients and their formal 

adjoints +++ τττ n,,, 21 …  on [ ) ,,0 b  respectively. We show in the direct sum 

spaces ( ) NpIL pw ,,2,1,2 …=  of functions defined on each of the separate 

intervals in the case of one singular end-points and under suitable conditions on 
the function F that all solutions of product integro differential equations 

( ) wFtyIj
n
j

=



 λ−τ∏ =1

 are bounded and bounded-2
wL  on [ ).,0 b  
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1. Introduction 

The problem that all solutions of a perturbed linear differential 

equation belong to ( )∞,02
wL  assuming the fact that all solutions of the 

unperturbed equation possess the same property considered by Wong and 
Zettl [1-3]. In [4] and [6], Ibrahim extends their results for a general 
quasi-differential expression τ  of arbitrary order n with complex 
coefficients, and considered the property of boundedness of solutions of a 
general quasi-integro differential equation 

[ ] ( ) ( ) [ ),,0on,, bytwfwyy C∈λ=λ−τ   (1.1) 

( )ytf ,  satisfies 

( ) ( ) ( ) ( ) [ )bttythtytf ,0,, ∈+≤ σk  for some [ ],1,0∈σ  

provided that all solutions of the equations  

( ) ( ) ( ),0and0 C∈λ=λ−τ=λ−τ + vIuI   (1.2) 

and their quasi-derivatives are in ( ).,02 bLw  

Our objective in this paper is to extend the results in [1], [2], and [4-
9] to more general class of product quasi-integro differential equations in 
the form 

( ) [ ] [ ] [ ] [ ),,0on,,,, 110
1

2
byyytwFtyI Nn

j
n

j 




=



 λ−τ −

=∏ …  (1.3) 

[ ] [ ] [ ] 




 −110 2

,,,, NnyyytF …  satisfies 

[ ] [ ] [ ] ( ) ( ) [ ]( ) [ ),,0,,,,,
1

0
110

22
bttythtyyytF i

i
Nn

i
Nn ∈+≤





 σ−

=
− ∑k…  

for some [ ] ∞≤<∈σ b0,1,0  in direct sum spaces [ ),,02
pw bL  

Np ,,2,1 …=  of functions defined on each of the separate intervals 
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with the case of one singular end-points. Also, we prove under suitable 
conditions on the function F that, if all solutions of the product equation 

[ ] 01 =λ−τ∏ =
uIj

n
j  and its adjoint [ ] 01 =λ−τ+

=∏ vIj
n
j  and their 

quasi-derivatives belong to ( ),,02 bLw  then all solutions of (1.3) also 

belong to ( ),,02 bLw  where +τ j  is the formal adjoint of .,,2,1, njj …=τ  

We deal throughout this paper with a quasi-differential expression 

jτ  each of arbitrary order n defined by Shin-Zettl matrices (see [6] and        

[9-11]) on the interval [ ).,0 bI =  The left-hand end-point of I is assumed 

to be regular but the right-hand end-point may be regular or singular. 

2. Notation and Preliminaries 

The domain and range of a linear operator T acting in a Hilbert space 
H will be denoted by ( )TD  and ( ),TR  respectively, and ( )TN  will denote 

its null space. The nullity of T, written ( ),Tnul  is the dimension of ( )TN  

and the deficiency of T, written ( ),Tdef  is the co-dimension of ( )TR  in H; 

thus if T is densely defined and ( )TR  is closed , then ( ) ( ).∗= TnulTdef  

The Fredholm domain of T is (in the notation of [13]) the open subset 
( )T3∆  of C  consisting of those values of ,C∈λ  which are such that 

( )IT λ−  is a Fredholm operator, where I is the identity operator in T. 

Thus ( )T3∆∈λ  if and only if ( )IT λ−  has closed range and finite     

nullity and deficiency. The index of ( )IT λ−  is the number 

( ) ( ) ( ),ITdefITnulITind λ−−λ−=λ−  this being defined for ( ).3 T∆∈λ  

Two closed densely defined operators A and B acting in a Hilbert 

space H are said to form an adjoint pair if ∗⊂ BA  and, consequently, 

;∗⊂ AB  equivalently, ( ) ( )ByxyAx ,, =  for all ( )ADx∈  and ( ),BDy∈  

where ( )..,  denotes the inner-product on H. 
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Definition 2.1. The field of regularity ( )A∏  of A is the set of all 

C∈λ  for which, there exists a positive constant ( )λK  such that 

( ) ( ) ( ),allfor ADxxKxIA ∈λ≥λ−   (2.1) 

or, equivalently, on using the “closed graph theorem”, ( ) 0=λ− IAnul  

and ( )IAR λ−  is closed. 

The joint field of regularity ( )BA,∏  of A and B is the set of ,C∈λ  

which are such that ( ) ( )BA ∏∈λ∏∈λ ,  and both ( )IAdef λ−  and 

( )IBdef λ−  are finite. An adjoint pair of A and B is said to be compatible, 

if ( ) ., φ≠∏ BA  

Given two operators A and B, both acting in a Hilbert space H, we 
wish to consider the product operator AB. This is defined as follows: 

( ) { ( ) ( )} ( ) ( ) ( ).allforand ABDxBxAxABADBxBDxABD ∈=∈∈=  

(2.2) 

It may happen in general that ( )ABD  contains only the null element 

of H. However, in the case of many differential operators, the domains of 
the product will be dense in H. 

The next result gives conditions under which the deficiency of a 
product is the sum of the deficiencies of the factors. 

Lemma 2.2 (cf. [14, Theorem A]). Let A and B be closed operators 
with dense domains in a Hilbert space H. Suppose that 0=λ  is a regular 
type point for both operators and ( )Adef  and ( )Bdef  are finite. Then AB 

is a closed operator with dense domain, has 0=λ  as a regular type point 
and 

( ) ( ) ( ).BdefAdefABdef +=   (2.3) 
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Proof. The proof is similar to that in [5], [7], [12], and [16]. 

Evidently, Lemma 2.2 extends to the product of any finite number of 
operators .,,, 21 nAAA …  

3. Quasi-Differential Expressions in Direct Sum Spaces 

The quasi-differential expressions are defined in terms of a Shin-Zettl 
matrix pF  on an interval .pI  The set ( )pn IZ  of Shin-Zettl matrices on 

pI  consists of matrices-nn ×  { } NpfF p
rsp ,,2,1, …==  whose entries 

are complex-valued functions on ,pI  which satisfy the following 

conditions: 

( ) ,2,,1,2 ≥≤≤∈ nnsrILf ploc
p

rs  

,11,on.,a.e,01, −≤≤≠+ nrIf p
p
rr   (3.1) 

.,,2,1,12,on.,a.e,0 NpnsrIf p
p

rs …=≤<+≤=  

For ( ),pnp IZF ∈  the quasi-derivatives associated with pF  are defined by 

[ ] ,:0 yy =  

[ ] ( ) [ ]( ) [ ] ,11,: 1
1

11
1, −≤≤







 −

′
= −

=
−−

+ ∑ nryfyfy sp
rs

r

s
rp

rr
r  (3.2) 

[ ] [ ]( ) [ ] ,: 1
1

1






 −

′
= −

=
− ∑ sp

ns
n

s
nn yfyy  

where the prime ′ denotes differentiation. 

The quasi-differential expression pτ  associated with pF  is given by 

[ ] [ ] ,2,:. ≥=τ nyi nn
p   (3.3) 

this being defined on the set 
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( ) [ ] ( ){ } ,,,2,1,,,2,1,:: 1 NpnrIACyyV ploc
r

p …… ==∈=τ −  

where ( ),ploc IAC  denotes the set of functions, which are absolutely 

continuous on every compact subinterval of .pI  

The formal adjoint +τp  of pτ  is defined by the matrix +
pF  given by 

[ ] [ ] ( ),allfor,:. +
+

+ τ∈=τ p
nn

p Vyyi   (3.4) 

( ) [ ] ( ){ } ,,,2,1,,,2,1,:: 1 NpnrIACyyV ploc
r

p …… ==∈=τ −
+

+  

where [ ],1−
+
ry  the quasi-derivatives associated with the matrix +

pF  in 

( ),pn IZ  

( ) ( ) ,1 1,1
1 p

rnsn
srp

rsp ffF +−+−
++++ −==       for each r and s.  (3.5) 

Note that ( ) pp Ff =++  and so ( ) .pp τ=τ ++  We refer to [4], [6, 7],     

[10-13], and [15, 16] for a full account of the above and subsequent 
results on quasi-differential expressions. 

For ( ) ( ),, +τ∈τ∈ pp VvVu  and ,, pI∈βα  we have Green’s formula 

[ ] [ ]{ } [ ] ( ) [ ] ( ) ,,,2,1,,, Npavubvudxvuuv pppp
b

a

p

p
…=−=τ−τ +∫   (3.6) 

where 

[ ] ( ) ( ) [ ]( ) [ ]( )





 −= −−

+
++−

=∑ xvxuixvu rnrsrn

r
n 111

0
1,  

( ) [ ] [ ]( )
[ ]

( );,,,

1

11 x

v

v

Juuui

n

nn
nn





















×−=

−
+

×
− #…  (3.7) 

see [1], [4], [7], [10, Corollary 1], and [15]. 
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Let the interval pI  have end-points ( ),, ∞≤<≤∞− pppp baba  and 

let R→pp Iw :  be a non-negative weight function with ( )plocp ILw 1∈  

and 0>pw  (for almost all pIx∈ ). Then ( )pwp ILH
p

2=  denotes the 

Hilbert function space of equivalence classes of Lebesgue measurable 

functions such that ;2 ∞<∫ fwpI p
 the inner-product is defined by 

( ) ( ) ( ) ( ( ) ).,,2,1,,,:, 2 NpILgfdxxgxfwgf pwp
Ip pp

…=∈= ∫   (3.8) 

The equation 

[ ] ( ) ,,,2,1,on0 NpIuwu ppp …=∈λ=λ−τ C   (3.9) 

is said to be regular at the left end-point ,R∈pa  if for all ( ),, pp baX ∈  

( ) .,,2,1;,,2,1,,,,, 1 NpnsrXaLfwa p
p

rspp …… ==∈∈R  

Otherwise (3.9) is said to be singular at .pa  If (3.9) is regular at both 

end-points, then it is said to be regular; in this case, we have 

( ) .,,2,1;,,2,1,,,,,, 1 NpnsrbaLfwba pp
p

rsppp …… ==∈∈R  

We shall be concerned with the case when pa  is a regular end-point 

of (3.9), the end-point pb  being allowed to be either regular or singular. 

Note that, in view of (3.5), an end-point of pI  is regular for (3.9), if and 

only if it is regular for the equation 

[ ] ( ) .,,2,1,on0 NpIvwv ppp …=∈λ=λ−τ+ C   (3.10) 

Note that at a regular end-point ,pa  say, [ ]( ) [ ]( )( ),11
p

r
p

r avau −
+

−  

nr ,,2,1 …=  is defined for all ( ) ( )( ).+τ∈τ∈ pp VvVu  Set 

 



SOBHY EL-SAYED IBRAHIM 18

( ) { ( ) [ ] ( )} ,,,2,1,,and,:: 21 NpbaLuwuVuuD ppwpppp p
…=∈ττ∈=τ −  

( ) { ( ) [ ] ( )} .,,2,1,,and,:: 21 NpbaLvwvVvvD ppwpppp p
…=∈ττ∈=τ +−++  

(3.11) 

The subspaces ( )pD τ  and ( )+τpD  of ( )ppw baL
p

,2  are domains of the       

so-called maximal operators ( )pT τ  and ( ),+τpT  respectively, defined by 

( ) [ ] ( ( )) ( ) [ ] ( ( )).,:and,: 11 ++−+− τ∈τ=ττ∈τ=τ pppppppp DvvwvTDuuwuT  

For the regular problem, the minimal operators ( )pT τ0  and ( ),0
+τpT  

Np ,,2,1 …=  are the restrictions of [ ]uw pp τ−1  and [ ]vw pp
+− τ1  to the 

subspaces 

( ) { ( ) [ ]( ) [ ]( ) },,,2,1,,:: 11
0 NpbuauDuuD p

r
p

r
pp …==τ∈=τ −−  

( ) { ( ) [ ]( ) [ ]( ) },,,2,1,,:: 11
0 NpbvavDvvD p

r
p

r
pp …==τ∈=τ −

+
−

+
++  (3.12) 

respectively. The subspaces ( )pD τ0  and ( )+τpD0  are dense in ( )ppw baL
p

,2  

and ( )pT τ0  and ( )+τpT0  are closed operators (see [4], [7], [10, Section 3], 

[12, 13], and [15, 16] ). 

In the singular problem, we first introduce the operators ( )pT τ′0  and 

( ) ( )pp TT τ′τ′ +
00 ;  being the restriction of [ ].1

ppw τ−  to the subspace 

( ) { ( ) ( ) ( ) },,,2,1,,,::0 NpbauuppsDuuD pppp …=⊂τ∈=τ′   (3.13) 

and with ( )+τ′ pT0  defined similarly. These operators are densely-defined 

and closable in ( );,2
ppw baL

p
 and we define the minimal operators 

( )pT τ0  and ( )+τpT0  to be their respective closures (see [4], [10], [13], and [15]). 
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We denote the domains of ( )pT τ0  and ( )+τpT0  by ( )pD τ0  and ( ),0
+τpD  

respectively. It can be shown that 

( ) [ ]( ) ( ),,,2,1;,,2,1,01
0 NpnrauDu p

r
p …… ===⇒τ∈ −  

( ) [ ]( ) ( ),,,2,1;,,2,1,01
0 NpnravDv p

r
p …… ===⇒τ∈ −

+
+  (3.14) 

because we are assuming that pa  is a regular end-point. Moreover, in 

both regular and singular problems, we have 

( ) ( ) ( ) ( ) ;,,2,1,, 000 NpTTTT pppp …=τ=ττ=τ +∗+∗   (3.15) 

see [9, Section 5] in the case when +τ=τ pp  and compare with treatment 

in [4] and [13, Section III, 10.3] in general case. 

We summarize a few additional properties of ( )τ0T  in the form of a 

lemma. 

Lemma 3.1. We have 

(i)  [ ( )] ( )[ ] ( )[ ],1010
+

=
∗

=
∗ τ=τ=τ p

N
pp

N
p TTT   

[ ( )] ( )[ ] ( )[ ].1010 p
N
pp

N
p TTT τ=τ=τ =

∗+
=

∗+   

In particular, 

[ ( )] [ ( )] [ ( )],10
+

=
+∗ τ=τ=τ p

N
p TTDTD   

[ ( )] ( )[ ] [ ( )].10 p
N
p TTDTD τ=τ=τ =

∗+   

(ii)  [ ( ) ] ( )[ ],010 ITnulITnul p
N

p
λ−τ=λ−τ ∑ =

 

( )[ ] ( )[ ].010 ITnulITnul p
N

p
λ−τ=λ−τ +

=
+ ∑  

 



SOBHY EL-SAYED IBRAHIM 20

(iii) The deficiency indices of ( )τ0T  are given by 

[ ( ) ] ( )[ ] ( )[ ],0010 pp
N

p
TallforITdefITdef τ∏∈λλ−τ=λ−τ ∑ =

 

( )[ ] ( )[ ] ( )[ ].0010
++

=
+ τ∏∈λλ−τ=λ−τ ∑ pp

N

p
TallforITdefITdef  

Proof. Part (a) follows immediately from the definition of ( )τ0T  and 

from the general definition of an adjoint operator. The other parts are 
either direct consequences of part (a) or follow immediately from the 
definitions. 

Lemma 3.2. Let ( ) ( )p
N
p TT τ=τ = 010   be a closed densely-defined 

operator on H. Then, 

[ ( )] [ ( )].010 p
N
p TT τ=τ∏ =∩  

Proof. The proof follows from Lemma 3.1 and since [ ( ) ]ITR λ−τ0  is 

closed if and only if ( )[ ] NpITR p ,,2,1,0 …=λ−τ  are closed. 

4. The Product Operators in Direct Sum Spaces 

The proof of general theorems will be based on the results in this 
section. We start by listing some properties and results of quasi-
differential expressions .,,, 21 nτττ …  For proofs, the reader is referred 

to [3], [7-10], and [14-18]. 

( ) ,2121
+++ τ+τ=τ+τ  

( ) ( ) +++++ τλ=λτττ=ττ ,1221  for λ  a complex number.  (4.1) 

A consequence of Properties (4.1) is that if ,τ=τ+  then 

( )( ) ( )++ τ=τ PP  for P any polynomial with complex coefficients. Also, we 

note that the leading coefficients of a product is the product of the leading 
coefficients. Hence, the product of regular differential expressions is 
regular. 
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Lemma 4.1 (cf. [12, Theorem 1]). Suppose jτ  is a regular differential 

expression on the interval [ ]ba,  and [ ( ),210 nT τττ∏∈λ …  

( ) ],210
+τττ nT …  then we have 

(i) The product operator ( )j
n
j T τ∏ = 01  is closed, densely-defined, and 

( ) ( )[ ],0101
ITdefITdef j

n

jj
n

j
λ−τ=



 λ−τ ∑∏ ==

 

( ) ( )[ ].0101
ITdefITdef j

n

jj
n

j
λ−τ=



 λ−τ +

=
+

= ∑∏  

(ii) ( ) [ ( )]j
n
jn TT τ⊆τττ ∏ = 01210 …  and ( ) ∏ =

+ ⊆τττ
n
jnT 1210 …  

[ ( )].0
+τ jT  

Note in part (ii) that the containment may be proper, i.e., the 

operators ( )nT τττ …210  and [ ( )]j
n
j T τ∏ = 01  are not equal in general. 

We refer to [6, 7], [15], and [16] for more details. 

From Lemmas 3.1 and 4.1, we have the following: 

Lemma 4.2. For [ ( )] [ ( )][ ],, 0101
+

==
ττ∏∈λ ∏∏ j

n
jj

n
j TT  we have 

(i) [ ( )] ( ) ( ) ,
1101101 



 τ=



 τ=τ +

==
∗

==
∗

= ∏∏∏ jp
n

j
N
pjp

n

j
N
pj

n

j
TTT   

[ ( )] ( ) ( ) .
1101101 



 τ=



 τ=τ ∏∏∏ ==

+∗
==

+∗
= jp

n

j
N
pjp

n

j
N
pj

n

j
TTT   

(ii) [ ( ) ] ( ) 



 λ−τ=λ−τ ∏∑∏ ===

ITnulITnul jp
n

j

N

pj
n

j 01101
 

  ( ( )[ ]),011
ITnul jp

N

j

N

p
λ−τ= ∑∑ ==
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[ ( ) ] ( ) 



 λ−τ=λ−τ +

==
+

= ∏∑∏ ITnulITnul jp
n

j

N

pj
n

j 01101
 

( ( )[ ]).011
ITnul jp

n

j

N

p
λ−τ= +

== ∑∑  

(iii) The deficiency indices of ( )j
n
j T τ∏ = 01  and ( )+

=
τ∏ j

n
j T01  are given 

by 

[ ( ) ] ( ) 



 λ−τ=λ−τ ∏∑∏ ===

ITdefITdef jp
n

j

N

pj
n

j 01101
 

( ( )[ ]),011
ITdef jp

n

j

N

p
λ−τ= ∑∑ ==

 

[ ( ) ] ( ) 



 λ−τ=λ−τ +

==
+

= ∏∑∏ ITdefITdef jp
n

j

N

pj
n

j 01101
 

( ( )[ ]).011
ITdef jp

n

j

N

p
λ−τ= +

== ∑∑  

Lemma 4.3. For [ ( )] [ ( )][ ],, 0101
+

==
ττ∏∈λ ∏∏ j

n
jj

n
j TT  

[ ( )][ ] [ ( )][ ]ITdefITdef j
n
jj

n
j λ−τ+λ−τ +

== ∏∏ 0101  is constant, and 

[ ( )] [ ( )] .20 2
0101

NnITdefITdef j
n

jj
n

j
≤



 λ−τ+



 λ−τ≤ +

== ∏∏  

In the problem with one singular end-point, 

[ ( )] [ ( )] ,2 2
0101

2 NnITdefITdefNn j
n

jj
n

j
≤



 λ−τ+



 λ−τ≤ +

== ∏∏  

for all [ ( )] [ ( )][ ]., 0101
+

==
ττ∏∈λ ∏∏ j

n
jj

n
j TT  
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In the regular problem, 

[ ( )] [ ( )] ,2 2
0101

NnITdefITdef j
n

jj
n

j
=



 λ−τ+



 λ−τ +

== ∏∏  

for all [ ( )] [ ( )][ ]., 0101
+

==
ττ∏∈λ ∏∏ j

n
jj

n
j TT  

Proof. The proof is similar to that in [4], [6, 7], and [12-16] and 
therefore omitted. 

Lemma 4.4. Let nτττ ,,, 21 …  be a regular differential expressions on 

[ )b,0  and suppose that [ ( ) ( ) ]., 210210
+ττττττ∏∈λ nn TT ……  Then 

[ ( )] [ ( )],01210 j
n

jn TT τ=τττ ∏ =
…   (4.2) 

if and only if the following partial separation conditions is satisfied: 

{ ( ) [ ] [ ),,0,, 12 bACfbaLf loc
s

w ∈∈ −  where s is the order of product expression 

( )nτττ …21  and ( ) ( )bLf wn ,02
21 ∈τττ +…  together imply that 

( ( )) ( ) }.1,,1,,02
1

−=∈τ+
=∏ nkbLf wj

k

j
…   (4.3) 

Furthermore, 

( ) [ ( )] ( ) [ ( )].0121001210
+

=
+

=
τ=ττττ=τττ ∏∏ j

n

jnj
n

jn TTandTT ……  

If and only if 

[ ( ) ] ( )[ ],01210 ITdefITdef j
n

jn λ−τ=λ−τττ ∑ =
…  

( )[ ] ( )[ ].01210 ITdefITdef j
n

jn λ−τ=λ−τττ +
=

+ ∑…  
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We will say that the product nτττ ,,, 21 …  is partially separated 

expressions in ( )baLw ,2  whenever Property (4.3) holds. 

Corollary 4.5 (cf. [5, Corollary 1]). Let jτ  is a regular differential 

expressions on [ )b,0  for .,,2,1 nj …=  If all solutions of the differential 

equation ( ) 0=λ−τ uIj  and ( ) 0=λ−τ+ vIj  on [ )b,0  are in ( )bLw ,02  for 

nj ,,2,1 …=  and ;C∈λ  then all solutions of [ ] 01 =λ−τ∏ =
uIj

n
j  and 

( ) 01 =λ−τ+
=∏ vIj

n
j  on [ )b,0  are in ( )bLw ,02  for all .C∈λ  

Proof. Let == jnn  order of =τ j  order of +τ j  for .,,2,1 nj …=  

Then by Lemma 4.1, we have 

[ ( ) ] ( ) ,2
01101

nITdefITdef jp
n

j

N

pj
n

j
=



 λ−τ=λ−τ ∏∑∏ ===

 

( ) ( ) .2
01101

nITdefITdef jp
n

j

N

pj
n

j
=



 λ−τ=



 λ−τ +

==
+

= ∏∑∏  

Hence, by Lemma 4.2, we have 

[ ( ) ] ( ) j
n

j

N

pj
n

jn nITdefITdef ∑∑∏ ==
+

=
+ =



 λ−τ=λ−τττ

1101210 …  

( ) ( ) .oforderoforder 2121
2 +τττ=τττ== nnNn ……  

Thus [ ( ) ] =λ−τττ +++ ITdef n 120 …  order of ( )+τττ n…21  and 

consequently, all solutions of the equations [ ] 01 =λ−τ∏ =
uIj

n
j  and 

( ) 01 =λ−τ+
=∏ vIj

n
j  are in ( ).,02 bLw  Repeating this argument with +τ j  

replaced by ,jτ  we conclude that all solutions of ( ) 01 =λ−τ+
=∏ vIj

n
j  

are in ( ).,02 bLw   
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The special case of Corollary 4.6 when τ=τ j  for nj ,,2,1 …=  and 

τ  is symmetric was established in [2] and [5]. In this case, it is easy to 

see that the converse also holds. If all solutions of ( ) 0=λ−τ uIn  are in 

( ),,02 bLw  then all solutions of ( ) 0=λ−τ uI  must be in ( ).,02 bLw  In 

general, if all solutions of [( ) ] 021 =λ−τττ uIn…  are in ( ),,02 bLw  then 

all solutions of ( ) 0=λ−τ uIn  are in ( )bLw ,02  since these are also 

solutions of [( ) ] .021 =λ−τττ uIn…  If all solutions of the adjoint 

equation [( ) ] 021 =λ−τττ + vIn…  are also in ( ),,02 bLw  then it follows 

similarly that all solutions of ( ) 0=λ−τ+ vIj  are in ( ).,02 bLw  

Denote by ( )τS  and ( )+τS  the sets of all solutions of the equations 

[ ] ( ) ,0and0 0101
=λ−τ=λ−τ +

== ∏∏ vIuI j
n

jj
n

j
 (4.5) 

respectively, and let ( ) { [ ] [ ] }1,,2,1,0: 2
01 −==λ−τ=τ ∏ =

NnryIyS j
n
j

rr …  

denote the set of all quasi-derivatives of solutions of [ ] .001 =λ−τ∏ =
uIj

n
j  

Let ( ) Nnktk
2,,2,1,, …=λϕ  be the solutions of the homogeneous 

equation 

( ),0
1

Cλ=



 λ−τ∏ =

uIj
n

j
  (4.6) 

satisfying 

[ ]( ) [ ),,allfor, 01,0
1 batt rj +
− δ=λϕ k
k  

,1,,1,0,,,2,1, 22 −== NnrNnj ……k  
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for fixed ., 00 btat <<  Then [ ]( )λϕ ,tr
j  is continuous in ( )λ,t  for               

a ,, ∞<λ<< bt  and for fixed t, it is entire in .λ  Let ( ),, λϕ+ tk  

Nn2,,2,1 …=k  denote the solutions of the adjoint homogeneous equation 

( ),0
1

Cλ=



 λ−τ+

=∏ vIj
n

j
  (4.7) 

satisfying 

( )[ ]( ) ( ) [ ),,0allfor1, 0,0 2 btt rNn
rr 

−
++ δ−=λϕ

k
k

k  

.1,,1,0,,,2,1 22 −== NnrNn ……k  

Suppose .bca <<  By [9], [14], and [15], a solution of the product 
equation 

( ) ( ),,0, 1
1

bLfwfuI wj
n

j
 Cλ=



 λ−τ∏ =

  (4.8) 

satisfying [ ]( ) 1,,1,0,0 2 −== Nnrcu r …  is giving by 

( ) ( ) ( ) ( ) ( ) ( ) ,,,,
2

2 1,
0 dsswsfst

i
t

t

a
j

jNn

jNn
λϕλϕξ









 λ−λ
=λϕ +

= ∫∑ k
k

k
 

where ( )λϕ+ ,tk  stands for the complex conjugate of ( )λϕ ,tk  and for each 

kjkj ξ,,  is constant, which is independent of λ,t  (but does depend in 

general on 0t ). 

The next lemma is a form of the variation of parameters formula for a 
general quasi-differential equation is giving by the following lemma: 

Lemma 4.6. Suppose ( )bLf w ,01  locally integrable function and 

( )λϕ ,t  is the solution of the Equation (4.8) satisfying 

[ ]( ) [ ).,0,1,,1,0, 0
2

10 btNnrfort r
r −=α=λϕ + …  
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Then 

( ) ( ) ( ) ( ) 




 λ−λ+λϕλα=λϕ ∑ =

Nn
jj

Nn

j
itt

22

001
,,  

( ) ( ) ( ) ( ) ,,, 001,

2
dsswsfst

t

a
j

jNn

j
λϕλϕξ× +

= ∫∑ k
k

k
  (4.9) 

for some constants ( ) ( ) ( ) ,,,, 221 Cλαλαλα n…  where ( )0, λϕ tj  and 

( ) Nnjt 2
0 ,,2,1,,, …=λϕ+ kk  are solutions of the equations in (4.5), 

respectively, kjξ  is a constant which is independent of t. 

Proof. The proof is similar to that in [6, 7], [10, 11], and [15, 16]. 
Lemma 4.6 contain the following lemma as a special case: 

Lemma 4.7. Suppose ( )bLf w ,01  locally integrable function and 

( )λϕ ,t  is the solution of the Equation (4.8) satisfying 

[ ]( ) [ ).,0,1,,1,0, 0
2

10 btnrfort r
r −=α=λϕ + …  

Then 

[ ]( ) ( ) [ ]( ) ( )001 2

2 1,, λ−λ+λϕλα=λϕ ∑ = Nn
r
jj

Nn

j
r

i
tt  

[ ]( ) ( ) ( ) ( ) ,,, 001,

2
dsswsftt

t

a
r
j

jNn

j
λϕλϕξ× +

= ∫∑ k
k

k
 (4.10) 

for .1,,1,0 2 −= Nnr …  We refer to [3], [9], and [14] for more details. 

Lemma 4.8. Suppose that for some C0λ  all solutions of the 

equations in (4.5) are in ( ).,02 bLw  Then all solutions of the Equations 

(4.6) and (4.7) are in ( )bLw ,02  for every complex number .Cλ  

Proof. The proof is similar to that in [16, Lemma 3.3]. 
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Lemma 4.9. If all solutions of the equation [ ] 001 =λ−τ∏ =
uwj

n
j    

are bounded on [ )b,0  and ( ) ( )bLt w ,0, 1
0 ∈λϕ+k  for some ,0 Cλ  

.,,1 2Nn…=k  Then all solutions of the equation [ ] 01 =λ−τ∏ =
uwj

n
j  

are also bounded on [ )b,0  for every complex number .Cλ  

Proof. The proof is similar to that in [16, Lemma 3.3]. 

Lemma 4.10. Suppose that for some complex number ,0 Cλ  all 

solutions of the equations in (4.5) are in ( ).,02 bLw  Suppose ( ),,02 bLf w  

then all solutions of the Equation (4.8) are in ( )bLw ,02  for all .Cλ  

Proof. Let { ( ) ( ) ( )} { ( ) ( ) ,,,,,,,,,,,, 2121 2 …… λϕλϕλϕλϕλϕ ++ ssttt Nn  

( )}λϕ+ ,2 s
Nn

 be two sets of linearly independent solutions of the     

Equations (4.5). Then for any solutions ( )λϕ ,t  of the equation 

[ ] ( ),1 Cλ=ϕλ−τ∏ =
wfIj

n
j  which may be written as follows 

[ ( ) ] ( ) wfwfwj
n
j +λ−λ=ϕλ−τ∏ = 001  and it follows from (4.9) that 

( ) ( ) ( ) ( )01,01
,1,,

2

2

2
λϕξ+λϕλα=λϕ ∑∑ ==

t
i

tt j
jNn

jNnjj
Nn

j
k

k
 

( ) [( ) ( ) ( )] ( ) ,,, 00 dsswsfst
t

a
+λϕλ−λλϕ× +∫ k  (4.11) 

for some constants ( ) ( ) ( ) .,,, 221 Cλαλαλα Nn…  Hence 

( ) ( ) ( )( ) ( )01,01
,,,

22
λϕξ+λϕλα≤λϕ ∑∑ ==

ttt j
jNn

jjj
Nn

j
k

k
 

( ) [ ( ) ( ) ] ( ) .,, 00 dsswsfst
t

a
+λϕλ−λλϕ× +∫ k  (4.12) 
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Since ( )bLf w ,02  and ( ) ( )bLw ,0., 2
0 λϕ+k  for some ,0 Cλ  then 

( ) ( ),,0., 1
0 bLf wλϕ+k  for some C0λ  and .,,1 2Nn…=k  Setting 

( ) ( ) ( ) ( ) .,,2,1,, 2
01,

2
NnjdsswsftC

b
a

jNn
jj …=λϕξ=λ +

= ∫∑ k
k

k  (4.13) 

Then 

( ) ( ) ( )( ) ( ) 001
,,

2
λ−λ+λϕλ+λα≤λϕ ∑ =

tCt jjj
Nn

j
 

( ) ( ) ( ) ( ) .,, 001,

2
dsswsftt

b

a
j

jNn

j
λϕλϕξ× +

= ∫∑ k
k

k
 (4.14) 

 On application of the Cauchy-Schwartz inequality to the integral in 
(4.14), we get 

( ) ( ) ( )( ) ( ) ( )01,001
,,,

22
λϕξλ−λ+λϕλ+λα≤λϕ ∑∑ ==

ttCt j
jNn

jjjj
Nn

j
k

k
 

( ) ( ) ( ) ( ) .,,
2
1

2
1

2
0

2
0 








λϕ








λϕ× ∫∫ + dsswsdsswt

bb

a
k  (4.15) 

From the inequality ( ) ( ),2 222 vuvu +≤+  it follows that 

( ) ( ) ( )( ) ( ) ( ) 2
01,

2
0

2
0

2
1

2 ,4,4,
22

λϕξλ−λ+λϕλ+λα≤λϕ ∑∑ ==
ttCt j

jNn

jjjj
Nn

j
k

k
 

( ) ( ) ( ) ( ) .,, 2
0

2
0 








λϕ








λϕ× ∫∫ + dsswsdsswt

bb

a
k  (4.16) 

By hypothesis, there exist positive constant 0K  and 1K  such that 

( ) ( ) ( )
( )

;,and, 1
,0

00,00 2
2 KsKt

bLbLj
w

w
≤λϕ≤λϕ +

k  

.,,2,1, 2Nnj …=k   (4.17) 
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Hence 

( ) ( ) ( )( ) ( ) 2
0

2
1

2
0

2
1

2 4,4,
2

λ−λ+λϕλ+λα≤λϕ ∑ =
KtCt jjj

Nn

j
 

( ) ( ) ( ) .,, 2
0

2
0

2

1,

2









λϕλϕξ× ∫∑ =

dsswst
b

j
jNn

j
k

k
 (4.18) 

Integrating the inequality in (4.18) between 0 and t, we obtain 

( ) ( ) 







ξλ−λ+≤λϕ ∑∫ =

2

1,
2

02
2

0

2
4, k

k
jNn

j

t
Kdssws  

( ) ( ) ( ) ( ) ,,, 2
0

2
0

0
dsswdxxwxt

s
j

t








λϕλϕ× ∫∫  (4.19) 

where 

( ) ( )( ) .4 2
1

2
02

2
λ+λα= ∑ = jj

Nn

j
CKK  (4.20) 

Now, on using Gronwall’s inequality, it follows that 

( ) ( ) ( ) ( ) .,4exp, 2
0

0

2

1,
2

0
2
12

2
0

2









λϕξλ−λ≤λϕ ∫∑∫ =

dsswtKKdssws j
tjNn

j

t k
k

 

(4.21) 

Since, ( ) ( )baLt wj ,, 2
0 λϕ  for some C0λ  and for ,,,1 2Nnj …=  then 

( ) ( ).,0, 2 bLt wλϕ  

Remark. Lemma 4.10 also holds if the function f is bounded on 
[ ).,0 b  

Lemma 4.11. Let ( ).,02 bLf w  Suppose for some C0λ  that 

(i) all solutions of ( ) 01 =ϕλ−τ ++
=∏ Ij

n
j  are in ( ).,02 bLw  
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(ii) [ ]( ) Nnjtr
j

2
0 ,,1,, …=λϕ  are bounded on [ )b,0  for some 

.1,,1,0 2 −= Nnr …  

Then [ ]( ) ( )bLt w
r ,0, 2λϕ  for any solution ( )λϕ ,t  of the equation 

[ ] wfIj
n
j =ϕλ−τ∏ =1  for all .Cλ  

In the sequel, we shall require the following nonlinear integral 
inequality, which generalizes those integral inequalities used in [6, 7], 
[12], and [17-19]. 

Lemma 4.12 (cf. [1-4]). Let ( )tu  and ( )tv  be two non-negative 

functions, locally integrable on the interval [ ).,0 bI =  Then the inequality 

( ) ( ) ( ) ,0, 0
0

0 >+≤ ∫ cdxsusvctu pt
 

for ,10 <σ≤  implies that 

( ) ( )( ) ( ) ( )
( )

.1
1

1

0
1

0 dsdssvctu
t σ−









σ−+≤ ∫σ−   (4.22) 

In particular, if ( ) ( ),,01 bLsv ∈  then (4.22) implies that ( )tu  is bounded. 

Lemma 4.13 (cf. [1-8]). Let ( ) ( ) ( ),,, tgtztu  and ( )th  be non-negative 

continuous functions defined on the interval [ )bI ,0=  and suppose that 

the inequality 

( ) ( ) ( ) ( ) ( ) .0
2
1

2
0

≥







+≤ ∫ tfordxshsutgtztu

t
 

Then 

( ) ( ) ( ) ( ) ( ) ( ) ( ) .02exp2
2
1

2
0

2
0

≥















+≤ ∫∫ tfordsdxxhxgshsztgtztu

st
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5. Boundedness Solutions of Product Equations 

In this section, we shall consider the question of determining 
conditions under which all solutions of the Equation (1.3) are bounded 

and bounded.-2
wL   

Suppose there exist non-negative continuous functions ( )tk  and ( )thi  

on [ ) 1,,1,0;0,,0 2 −=∞≤< Nnibb …  such that 

[ ] [ ] [ ] ( ) ( ) [ ]( ) ,0for,,,,,
1

0
110

22
≥+≤





 σ−

=
− ∑ ttythtyyytF i

i
Nn

i
Nn k…  

(5.1) 

[ ] ,∞<<∞− iy  for each 1,,1,0 2 −= Nni …  and for some [ ];1,0σ     

see [1], [8], and [18-19]. 

Theorem 5.1. Suppose that F satisfies (5.1) with ( ) ∪τ=σ rS,1  

( ) ( )bLS ,0∞+ ⊂τ  for some ,1,,1,0 2 −= Nnr …  for some C0λ  and 

that  

(i) ( ) ( )bLt w ,01∈k  for all [ ).,0 bt ∈  

(ii) ( ) ( )bLth wi ,01∈  for all [ ) .1,,1,0,,0 2 −=∈ Nnibt …  

Then [ ]( ) 1,,1,0,, 2 −=λϕ Nnrtr …  are bounded on [ )b,0  for any 

solutions ( )λϕ ,t  of the Equations (1.3) for all .Cλ  

Proof. Note that (5.1) and Lemma 4.6 implies that all solutions are 
defined on [ );,0 b  see [1], [2], [6, 7], and [13, Chapter 3]. Let { ( ),, 01 λϕ t  

( ) ( )} { ( ) ( ) ( )}00201002 ,,,,,,,,,,, 22 λϕλϕλϕλϕλϕ +++ ssstt
NnNn ……  be two 

sets of linearly independent solutions of the Equations (4.5), respectively, 
and let ( )λϕ ,t  be any solution of (1.3) on [ ),,0 b  then by Lemma 4.7, we 

have 
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[ ]( ) ( ) [ ]( ) ( ) [ ]( )01,001
,1,,

2

2

2
λϕξλ−λ+λϕλα=λϕ ∑∑ ==

t
i

tt r
j

jNn

jNn
r
jj

Nn

j
r k

k
 

( ) [ ] [ ] [ ] ( ) ,,,,,, 110
0

2
dsswyyysFs Nnt

a





λϕ× −+∫ …k  

.1,,1,0for 2 −= Nnr …   (5.2) 

Hence 

[ ]( ) ( ) [ ]( ) [ ]( ) ( )001,001
,,,,

22
λϕλϕξλ−λ+λϕλα≤λϕ +

== ∫∑∑ sttt
t

a
r
j

jNn

j
r
jj

Nn

j
r

k
k

k
 

( ) ( ) ( ) [ ]( ) ( ) ,,,
1

00
0

2
dsswsshst i

i
Nn

i

t








λϕ+λϕ× ∑∫

−

=
+ kk  

.1,,1,0 2 −= Nnr …   (5.3) 

Since ( ) ( )bLs w ,01∈k  and ( ) Nns 2
0 ,,2,1,, …=λϕ+ kk  are bounded on 

[ )b,0  for some ,0 Cλ  we have ( ) ( ) ( ) NnbLss w
21

0 ,,2,1,,0, …=∈λϕ+ kkk   

for some .0 Cλ  Setting 

( ) ( ) ( ) .,,2,1,, 2
01,0

2
NnjdsswstC k

t

a
jNn

jj …=λϕξλ−λ= +
= ∫∑ kk
k

 (5.4) 

Then 

[ ]( ) ( ( ) ) [ ]( ) [ ]( )0
1

11,001
,,,

222
λϕξλ−λ+λϕλα+≤λϕ ∑∑∑ −

===
ttCt r

j
jNn

i

Nn

j
r
jjj

Nn

j
r k

k
 

( ) ( ) [ ]( ) ( ) .1,,1,0,,, 2
0

0
−=λϕλϕ× +∫ Nnrdsswssht i

i
t

…k  (5.5) 

By hypothesis, there exist a positive constants 0K  and 1K  such that 
[ ]( ) ( ) [ ) ,,,1,,,0allfor,and, 2

1000 NnjbtKtKtr
j …=∈≤λϕ≤λϕ + kk  

.1,,1,0 2 −= Nnr …  Hence, by summing both sides of (5.5) from 0=r  

to ,12 −Nn  we get 
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[ ]( ) ( ) ( )( ) ( ) 010
2

10
21

1
11,

22
λ−λ−+λα+−≤λϕ ∑∑ =

−

=
KKNnCKNnt jj

Nn

j
rNn

r
 

( )( )shiNni

tjNn

j 1001, 2

2
max

−≤≤= ∫∑ ξ× k
k

 

[ ]( ) ( ) .,
1

0

2
dxswsiNn

i 







λϕ× ∑ −

=
  (5.6) 

Applying Gronwall’s inequality to (5.6) and using (ii), we deduce that 

[ ]( )λϕ∑ −
=

,1
1

2
trNn

r  is finite and hence the result. 

Remark. From [3, Section 3] and [4], ϕ  and [ ] ( )bLw
j ,01∈ϕ  implies 

that [ ]( ) ( )bLt w
r ,0, 1∈λϕ  for any solution ( )λϕ ,t  of the Equations (1.3) 

for all .11,1,,1, 2 −≤≤−=∈λ Nnjjr …C  

Theorem 5.2. Suppose that F satisfies (5.1) with ( ) ( )+ττ=σ SSr ∪,1  

( ),,02 bLw⊂  for some C∈λ0  and some 1,,1,0 2 −= Nnr …  and that 

(i) ( ) ( )bLt w ,02∈k  for all [ ).,0 bt ∈  

(ii) ( ) ( )bLth wi ,02∈  for all [ ) .1,,1,0,,0 2 −=∈ Nnibt …  

Then [ ]( ) ( ) 1,,1,0,,0, 22 −=∈λϕ NnrbLt w
r …  for any solutions ( )λϕ ,t  

of the Equations (1.3) for all .C∈λ  

Proof. Applying the Cauchy-Schwartz inequality to the integral in 
(5.5), we get 

[ ]( ) ( ( ) ) [ ]( ) k
k

jNn

i

Nn

j
r
jjj

Nn

j
r tCt ξλ−λ+λϕλα+≤λϕ ∑∑∑ −

===

1

01,001

222
,,  

[ ]( ) ( ) ( ) ( )
2
1

2
0

0
0 ,, 








λϕλϕ× +∫ dsswshtt i

tr
j k  

( ) [ ]( ) ( ) .1,,1,0,, 22

0

2
1

−=







λϕ× ∫ Nnrdsswssh i

i
t

…  (5.7) 
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Since ( ) ( ),,0, 2
0 bLt wλϕ+k  for some C∈λ0  and ( ) ( )bLthi ,0∞∈              

by hypothesis, then ( ) ( ) ( ) ,,,2,1,,0, 22
0 2

1
NnbLtht wi …=λϕ+ kk   

.1,,1,0 2 −= Nni …  Let 

( ) ( ) ( ) ( ) ( ( ) ) [ ]( ) ,,,, 01

2
0

0

22
1

λϕλα+=







λϕ= ∑∫ =

+ tCtzdsswshtD r
jjj

Nn

ji
t

i kk  

and 

( ) [ ]( ) ., 0
1

01,0
22

λϕξλ−λ= ∑∑ −

==
ttG r

j
jNn

i

Nn

j
k

k
 

From Lemma 4.13, we have 

[ ]( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) .2exp2,
2
1

2
0

2
0 
















+≤λϕ ∫∫ dsswdxxwxhxGshsZtGtZt i

s
i

tr  

Since ( ) ( ) ( )dsswshsZ i
t 2
0∫  and ( ) ( ) ( )dxxwxhxG i

s 2
0∫  are both finite, we 

conclude that [ ]( )λϕ ,tr  is bounded by a linear combination of        

( )bLw ,02  functions ( )tZ  and ( ).tG  Therefore, by using Lemma 4.8, 
[ ]( ) ( ) 1,,1,0,,0, 22 −=∈λϕ NnrbLt w
r …  for all .C∈λ  

Remark. If we use the Cauchy-Schwartz inequality for the integral 
in (5.5) as 

( ) ( ) [ ]( ) ( )dsswssht i
i

t
λϕλϕ+∫ ,, 0

0
k  

( ) ( ) ( ) [ ]( ) ( ) ,1,,2,1,,, 22

0
22

0
0

2
1

2
1

−=







λϕ








λϕ≤ ∫∫ + Nnidsswsdsswshs it

i
t

…k  

we also get the result. We refer to [1] and [2] for more details. 
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Corollary 5.3. Suppose that [ ] [ ] [ ] ∑ −
=

− =




 1

0
110 22

,,,, Nn
i

NnyyytF …  

( ) [ ]( ) ( ) ( ) ( )bLSStyth w
ri

i ,0, 2⊂ττ× +∪  for some C∈λ0  and some 

1,,1,0 2 −= Nni …  and that ( ) ( )bLth p
wi ,0  for some [ );,0,2 btp ∈≥  

.1,,2,1 2 −= Nni …  Then [ ]( ) ( )bLt w
r ,0, 1∈λϕ  for any solutions ( )λϕ ,t  

of the Equations (1.3) for all C∈λ  and all Nnr 2,,1,0 …= .1−  

Proof. The proof is similar to Theorem 5.2 and therefore omitted. 

The special case ( ) 1,,1,0,0 2 −== Nnithi …  and ( ) ( )bLt w ,02∈k  

yields the result. 

Corollary 5.4. Suppose that for some ,0 Cλ  if all solutions of the 

equations [ ] wuj
n
j 01 λ=τ∏ =

 and [ ] wvj
n
j 01 λ=τ+
=∏  are in ( )bLw ,02  for 

some C∈λ0  and ( ) ( ).,02 bLt w∈k  Then all solutions of the equations 

[ ] kwwj
n
j =ϕλ−τ∏ =1  are in ( )bLw ,02  for every complex number .Cλ  

Next, for considering (5.1) with ,10 <σ≤  we have the following: 

Theorem 5.5. Suppose that F satisfies (5.1) with ,10 <σ≤  

( ) ( ) ( ),,02 bLSS w
r ⊂ττ +∪  for some C∈λ0  and some 1,,1,0 2 −= Nnr …  

and that 

(i) ( ) ( )bLt w ,02∈k  for all [ ).,0 bt ∈  

(ii) ( ) ( )( )bLth wi ,012 σ−∈  for all [ ) .1,,1,0,,0 2 −=∈ Nnibt …  

Then [ ]( ) ( ) 1,,1,0,,0, 22 −=∈λϕ NnrbLt w
r …  for any solutions ( )λϕ ,t  

of the Equations (1.3) for all .C∈λ  
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Proof. For ,10 <σ≤  the proof is the same up to (5.5). In this case, 

(5.5) becomes 

[ ]( ) ( ( ) ) [ ]( ) k
k

jNn

i

Nn

j
r
jjj

Nn

j
r tCt ξλ−λ+λϕλα+≤λϕ ∑∑∑ −

===

1

11,001

222
,,  

[ ]( ) ( ) ( ) [ ]( ) ( ) ,,,, 0
0

0 dsswsshtt i
i

tr
j

σ+ λϕλϕλϕ× ∫ k  

.1,,1,0 2 −= Nnr …   (5.8) 

Applying the Cauchy-Schwartz inequality to the integral in (5.8), we get 

( ) ( ) [ ]( ) ( )dsswssht i
i

t σ+ λϕλϕ∫ ,, 0
0

k  

( ) ( ) ( ) [ ]( ) ( ) ,,,
2

1
2

0

2
0

0

σ
µ









λϕ








λϕ≤ ∫∫ µ+ dsswsdsswshs it

i
t

k  (5.9) 

where ( ).22 σ−=µ  Since ( ) ( )bLt w ,0, 2
0 ∈λϕ+k  for some ,0 C∈λ  

Nn2,,2,1 …=k  and ( ) ( )( )bLsh wi ,012 σ−  by hypothesis, then we     

have ( ) ( ) ( ),,0, 0 bLtht wi
µ+ ∈λϕk  for some ;,,2,1, 2

0 Nn…=∈λ kC  

.1,,1,0 2 −= Nni …  Using this fact and (5.9), we obtain 

[ ]( ) ( ( ) ) [ ]( ) k
k

jNn

i

Nn

j
r
jjj

Nn

j
r KtCt ξλ−λ+λϕλα+≤λϕ ∑∑∑ −

===

1

11,0001

222
,,  

[ ]( ) [ ]( ) ( ) ,,,
22

0
0

σ









λϕλϕ× ∫ dsswst itr

j  

,1,,1,0 2 −= Nnr …  (5.10) 

where ( ) ( ) µµ
+ λϕ= .,, 00 thtK ik  denotes the norm in ( ).,0 bLw

µ  The 

inequality 

( ) ( ),2 222 vuvu +≤+   (5.11) 
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implies that 

[ ]( ) ( )( ) [ ]( ) 2
0

2
0

2
0

22
1

2
4,4,

2
λ−λ+λϕλα+≤λϕ ∑ =

KtCt r
jjj

Nn

j
r  

[ ]( ) [ ]( ) ( ) ,,,
2

0

2
0

21

11,

22 σ
−

== 







λϕλϕξ× ∫∑∑ dsswst itr

j
jNn

i

Nn

j
k

k
 

.1,,1,0 2 −= Nnr …   (5.12) 

Setting [ ]( ) ( )dsswtK r
j

t 2
001 , λϕ= ∫  for some C∈λ0  and some 

NnNnr 22 ,,1;1,,1,0 …… =−= k  and integrating (5.12), we obtain 

[ ]( ) ( ) [ ]( )
2

0
0

21

11,
2

0
2
02

2

0
,4,

22
λϕξλ−λ+≤λϕ ∫∑∑∫

−

==
sKKdsswt r

j
tjNn

i

Nn

j
rt k

k
 

[ ]( ) ( ) ( ) ,,
2

0
dsswdxxwxis




















λϕ×

σ

∫  (5.13) 

where ( )( ) .4 1
22

12
2

KCK jj
Nn

j λα+= ∑ =
 

An application of lemma (4.12) for 10 <σ≤  and of Gronwall’s 
inequality to (5.13) for 1=σ  yields the result. 

Theorem 5.6. Suppose that F satisfies (5.1) with ,10 <σ≤  

( ) ( ) ( ) ( ),,0,02 bLbLSS w
r ∞+ ⊂ττ ∩∪  for some C∈λ0  and some 

1,,1,0 2 −= Nnr …  and that 

(i) ( ) ( )bLt w ,02∈k  for all [ ).,0 bt ∈  

(ii) ( ) ( )bLth p
wi ,0∈  for some ( ) .1,,1,0,121, 2 −=σ−≤≤ Nnipp …  

Then [ ]( ) ( ) ( ) 1,,1,0,,0,0, 22 −=∈λϕ ∞ NnrbLbLt w
r …∩  for any solutions 

( )λϕ ,t  of the Equations (1.3) for all .C∈λ  
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Proof. Since ( ) ( ) ( )bLSS w
r ,02⊂ττ +∪  for some C∈λ0  and some 

,1,,1,0 2 −= Nnr …  then [ ]( ) ( ) ( ) NnjbLts q
w

r
j

2
00 ,,1,0,,,0,,, …=∈λϕλϕ + kk  

for every 2≥q  and for some C∈λ0  and some .1,,1,0 2 −= Nnr …  

First, suppose that ( ) ( )bLth p
wi ,0∈  for some .21, ≤≤ pp Setting 

[ ]( ) ( ) ,,,1,0,;,and, 2
0100 NnjtKtK r

j …=λϕ=λϕ= ∞
+

∞
kk  

for some C∈λ0  and some ,1,,1,0 2 −= Nnr …  we have from (5.8) that 

[ ]( ) ( ( ) ) 01010
2

, λ−λ+λα+≤λϕ ∑ =
KKCKt jj

Nn

j
r  

( ) [ ]( ) ( ) .,
0

1

11,

22









λϕξ×

σ−

== ∫∑∑ dsswssh i
i

tjNn

i

Nn

j
k

k
 (5.14) 

Since ( ) ( )bLth p
wi ,0∈  for some ,21, ≤≤ pp  then Lemma 4.12 together 

with Gronwall’s inequality implies that [ ]( ) ( )bLtr ,0, ∞∈λϕ  for all 

,C∈λ  i.e., there exists a positive constant 3K  such that 

[ ]( ) [ ) .1,,1,0,,0,allfor, 2
3 −=∈∈λ≤λϕ NnrbtKtr …C  (5.15) 

From (5.8) and (5.15), we obtain 

[ ]( ) ( )( ) [ ]( ) ,,, 031

2
λϕ+λα+≤λϕ ∑ =

tKCt r
jjj

Nn

j
r  

for any appropriate constant .3K  Since [ ]( ) ( )bLt w
r
j ,0, 2

0 ∈λϕ  for some 

C∈λ0  and some ,1,,1,0 2 −= Nnr …  this proves [ ]( ) ( )bLt p
w

r ,0, ∈λϕ  

for all .21, ≤≤∈λ pC  

Next, suppose that ( ) ( )bLth p
wi ,0∈  for some ( ),122, σ−≤< pp  

.1,,1,0 2 −= Nni …  Define 2≥q  by 
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pq
1

2
21 −σ−=  

(which is possible because of the restriction on p). Thus [ ]( ),, 0λϕ sr
j  

( ) ( )bLt q
w ,0, 0 ∈λϕ+k  and ( ) ( ) ( ) ( ).22,,0, 0 σ−=µ∈λϕ µ+ bLtht wik  

Repeating the same argument in the proof of Theorem 5.5 and from 

(5.9) to (5.13), we obtain that [ ]( ) ( ).,0, 2 bLt w
r ∈λϕ  Returning to (5.9), we 

find that the integral on the left-hand side is bounded, which implies, by 
(5.8) that 

[ ]( ) ( )( ) [ ]( ) ,,, 031

2
λϕ+λα+≤λϕ ∑ =

tKCt r
jjj

Nn

j
r  

for an appropriate constant .3K  Since [ ]( ) ( ),,0, 0 bLtr
j

∞∈λϕ  this 

completes the proof . We refer to [1], [3], and [6, 7] for more details. 
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